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Abstract: Background: Medical image archiving is one of the integral components of any hospital medical record system 

(HMRS). It includes, but is not limited to, MRI, CT-Scan, X-ray, Ultrasound, Musculoskeletal X-rays etc. The musculoskeletal 

X-ray images are relatively significant in number among the other types of medical imaging. Most of the existing HMRS use 

either the manual annotation of the images or use metadata for every image for archiving. This approach is found to be 

deficient because of intensive manual work, chances of misclassification, and reliance on human expertise. Moreover, 

archiving the images and their metafiles is relatively difficult to handle.  

Methodology: This issue can be handled by a hybrid solution of computer vision and deep learning. In the recent literature, 

researchers have proposed using machine learning and deep learning algorithms for biomedical image classification and 

archiving. However, the literature is found to be insufficient to recommend a unified deep learning network for 

Musculoskeletal X-ray Image classification with greater accuracy and efficiency. The LERA dataset is considered one of the 

benchmark Musculoskeletal X-rays image datasets.  

Results: To the best of knowledge the investigation of the best candidate of deep neural network is still missing in the 

literature. This study will present the logical and empirical rationale for the recommendation of the optimal deep learning 

network for X-ray Imaging Classification for Hospital Medical Record System using LERA (musculoskeletal radiographs) 

dataset. It has been concluded that the variants of Resnet, Google Net, and DarkNet are the suggested candidates for LERA 

x-ray image classification.  

Keywords: Deep learning, Musculoskeletal X-ray Imaging Classification, hospital management system, model optimization, 

LERA dataset, machine learning. 
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 المملكة العربية السعودية ||وزارة الصحة  ||مستشفى الولادة والأطفال ببريدة 

وهي تشمل ، على سبيل  (HMRS). لأساسية لأي نظام للسجلات الطبية بالمستشفىأرشفة الصور الطبية هي أحد المكونات ا المستخلص:

المثال ، التصوير بالرنين المغناطيس ي ، والأشعة المقطعية ، والأشعة السينية ، والموجات فوق الصوتية ، والأشعة السينية للعضلات 

ت أهمية نسبية من حيث العدد بين الأنواع الأخرى من التصوير الهيكلية وما إلى ذلك. تعد صور الأشعة السينية للعضلات الهيكلية ذا

الطبي. تستخدم معظم نظام السجلات الطبية الموجودة بالمستشفى إما بالتعليق التوضيحي اليدوي للصور أو تستخدم البيانات 

 بسبب العمل اليدوي المكثف ، وفرص 
ً
سوء التصنيف ، والاعتماد التام الوصفية لكل صورة للأرشفة. وجد هذا النهج على انه ناقصا

 .على الخبرة البشرية. علاوة على ذلك ، من الصعب نسبيًا معالجة أرشفة الصور وملفات التعريف الخاصة بها

المنهجية : يمكن معالجة هذه المشكلة من خلال الحل المختلط لرؤية الكمبيوتر والتعلم العميق. في الأدبيات الحديثة ، اقترح الباحثون 

خدام خوارزميات التعلم الآلي وخوارزميات التعلم العميق لتصنيف الصور الطبية الحيوية وأرشفتها. ومع ذلك ، وجد أن الأدبيات است

 LERA ناقصة للتوصية بشبكة تعلم عميق موحدة لتصنيف صور السينية للعضلات الهيكلية بدقة وكفاءة أكبر. تعتبر مجموعة بيانات

 .ور الأشعة السينية للعضلات الهيكلية المعياريةواحدة من مجموعة بيانات ص

النتائج على حد علمي ، لا يزال البحث عن أفضل مرشح للشبكة العصبية العميقة مفقودا في الأدبيات ، وستقدم هذه الدراسة الأساس 

لسجلات الطبية بالمستشفى المنطقي والتجريبي للتوصية بشبكة التعلم العميق المثلى لتصنيف التصوير بالأشعة السينية لنظام ا

 Dark و Google Net و Resent )الصور الإشعاعية للعضلات الهيكلية(. تم الاستنتاج أن المتغيرات من LERA باستخدام مجموعة بيانات

Net هي المرشح المقترح لتصنيف صور الأشعة السينية. LEAR  

السينية للعضلات الهيكلية ، نظام إدارة المستشفى ، تحسين النموذج ،  التعلم العميق ، تصنيف التصوير بالأشعة :الكلمات المفتاحية

 .، التعلم الآلي LERA مجموعة بيانات

1.1 Introduction : 

During the last decade, there has been a rapid increase in the use of medical imaging. Researchers 

and scientists have made major contributions to improving the diagnostic and treatment flexibility and 

accuracy of medical imaging [1]. The scenario appears to be beneficial, yet it has resulted in the massive 

number of images set. This has necessitated the development of a reliable system for archiving these 

enormous image sets [2]. Most of the available solutions are using either the manual annotation of image 

labels or using metadata of image files [3]. In the recent literature, researchers have proposed to use 

machine learning algorithms and deep learning algorithms for biomedical image classification and 

archiving [4]. However, the literature is insuffiecient to recommend a unified deep learning network for 

Musculoskeletal X-ray Image classification with greater accuracy and efficiency [5]. This study will submit 

a comprehensive performance evaluation of approx. 19 deep learning networks on the resent benchmark 

dataset of the Musculoskeletal X-ray Image of LERA Dataset or MURA Dataset.  

In particular, the selection and hyper-parameter optimization of the best candidate of a deep 

learning algorithm for musculoskeletal x-ray image classification will also be covered in the scope of this 

study [6]. The performance evaluation will be a function of training accuracy, loss function, and testing 

accuracy. Matlab 2021 will be used as a simulation tool with an integrated deep network designer app 

and experiment manager. The dataset will be divided into 70% training and 30% testing dataset. The best 

candidate of the deep learning network will classify the musculoskeletal x-ray image such as elbows, 

fingers, forearms, hands, humerus, shoulder, and wrist. The proposed deep learning network will be out-
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performed in terms of efficiency and efficacy among other peer deep learning networks for the given 

dataset of musculoskeletal x-ray image classification. Moreover, it would be able to classify the 

musculoskeletal x-ray image in a real-time manner. Finally, the hyper-parameter optimization of the best 

candidate will further increase its rank.  

1.2 Problem statement 

A comprehensive review of the radiography analysis and classification literature helps to bring the 

research closer to the following research question: “How to detect and classify the Musculoskeletal X-ray 

Imaging for Hospital Medical Record System with a higher degree of accuracy and tolerance” . 

1.3 Hypothesis 

OPTIMAL DEEP LEARNING NETWORK HAS GREAT INFLUENCE FOR FOR MUSCULOSKELETAL 

X-RAY IMAGING CLASSIFICATION FOR HOSPITAL MEDICAL RECORD SYSTEM. 

1.4 Research Objectives 

The research issue can be addressed through measurable research goals: 

1- Establish an empirical parametric evaluation of a broad set of deep learning algorithms on the 

LERA data set for a relatively higher degree of accuracy and tolerance. 

2- Recommendation of the best candidate of the deep learning algorithm on LERA for the ultimate 

degree of precision and tolerance. 

1.5 Research importance 

This scope of this study can further extend towards designing of a novel deep learning model for 

the higher degree of accuracy and minimum loss. Moreover, this model can also be deployed on the 

intelligent embedded systems like Resberry pi or coral AI for real time classification. This study was 

constaints as it need an intensive amount of computation cost during the training. In addition, a massive 

data is indeed a pressing need. 

1.6 Fundamentals of Deep Learninng  

This section will cover the principles of deep learning parameters. Each pre-trained network's 

performance is evaluated as a function of accuracy, loss, and training time in this study. In addition, each 

pre-trained network has a collection of input layers, convolutional layers, pooling layers, soft-max layers, 

activation function, fully connected layers, optimizer, and other components. This section contains a brief 

description of each parameter. 

Accuracy: It is the ratio between true positive scores to the total number of sampling units.   
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Activation function: It is an activatoin function to the artificial neural network in order to define 

the decision function. Some of the activation functions are following Adam, Adagrad, Adamax, Adadelta, 

Nadam, RMSprop, Nesterov, Rprop - advanced gradient descent algorithms 

Average pooling:  This pooling method submits the average of the felted mraktd values 

AUC – ROC :  This curve is a performance measurement for classification challenges at numerous 

threshold settings. ROC is a probability curve and AUC depicts a level or measure of selectivity. It tells the 

efficiency of a model to differentiate among classes. 

Batch size: It reflects the number of training instance, in each epoch. 

Back-propagation:  It is the learning method of the neural network where the error from the 

output layer is propagating backward to the hidden layers to update the weight. Primarily, the desired 

value of the hidden layer is not defined, therefore the updated weight and the error gradient of the output 

layer helps to update the weight and error radient of the hidden layer. 

CNN: Convolutional network - It is a classic deep learning network. 2D or 3D images are fed as 

input to the network, then weights and biases are assigned to various features of image. Afterwards the 

scores are in order to classify it. 

Confusion matrix: It is the tabular illustration of the performance parameters like true possible, 

false positive and false negative. The diagonal value represents the true positive. 

Epoch: It is referred to as the training iteration in the deep learning. One epoch means a 

complete dataset is processed in forwarding and backward directions through the neural network only 

once. 

Layer: A layer is the top-level key-element in deep learning. A layer is a sack that ordinarily fed 

by the weighted input, applied non-linear activation functions and then delivers the generated output to 

the next layer 

Loss function: It calculates the difference between the results of the neural network and the 

expected output. 

Softmax: This function generates a vector as output that depicts the probability scores of a list of 

possible results. 

1.7 Thesis Organization 

This dissertation is organized in a logical manner. Chapter 1 presents an introduction of the 

domain of X-ray image classification as well as the use of a deep learning algorithm to classify x-ray 

images. Chapter 2 presents the literature review of the proposed research work along with the 

identification of the research gap analysis. Chapter 3 presents the proposed methodology and dataset 

description. The simulation results and analyses are depicted in Chapter 4. Finally, in Chapter 5, the 

conclusion work is presented. 
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1.1 Literature Review 

It has been observed that intensive work on medical imaging using deep learning has been 

reported in the literature. It's not only the research and exploration, but also for the clinical diagnosis at 

the application layer [7]. In this section, a comprehensive literature review will be discussed along with the 

scope of work and limitations. Finally, this section will summarise the open areas in connection with the 

research gap from the literature. 

Jaiswa et.al [8], proposed a deep learning network based on RCNN to diagnose pneumonia. This 

network has been trained on the Chest Radiograph reference dataset. One author referred to it as Mask-

RCNN, derived from ResNET101 and ResNET50. The author noted that there had been significant 

improvements in the performance of the proposed model. Another author in [9] opted for a related 

approach in which CNN-based AlexNet and GoogleNET were used to form the system on the National 

Library of Medicine (PubMed) database. In the same domain, other CNN variants such as Inception- V3, 

self-control, BiLSTM, and FCNN have been developed for the diagnosis of ischemic or non-ischemic 

cardiomyopathy [10].  

Deep learning variants have also been studied with a view to classifying malignant and benign 

cells [11]. In this work, the author used the pre-formed network of GoogleNet based on CNN, VCCNet, 

and ResNet for classifying cells. Another author in [12] suggested the use of ResNet 101 for the 

classification of skin lesions. More precisely, the author supports the diagnosis of melanoma dermoscopy. 

Likewise, other research has proposed using AlexNet, VGG16, and ResNet-18 for the classification of skin 

lesions [12].  

In addition to clinical diagnosis, variants of the new deep network concept have been proposed 

for classifying and archiving biomedical images. In that context, a synergistic approach based on deep 

learning (SDL) has been proposed in the literature. This model has received training in pathology and 

modality data sets [11]. As well, Google Inception V3 is also reported in the literature for the 

histopathologic classification of breast cancer images [13]. In recent literature, DenseNet has also been 

nominated for the classification of biomedical images. Similar to [13], 3D DenseNet was formed on two 

data sets. The first is the data set collected in Haudong Hospital, and the other is the TCIA data set for 

pulmonary adenocarcinoma with EGFR mutation. Benign paroxysmal positional vertigo (BPPV) testing 

was also performed using CNN [44].  

In [15] a further variation of CNN, i.e. a separate deep CNN was proposed for the screening of 

oral cancer from HSI images. Another researcher in [12] offered to use AlexNet and VGG-16 for the 

classification of medical sub-figures. This study alleges that Google Net and ResNet demonstrate greater 

accuracy than AlexNEt and VCC-16. 
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The use of deep learning has been observed to gain significant attention in the literature. In this 

context, many challenges have been proposed by the community of researchers. These challenges are 

primarily intended to address the biomedical problem within deep learning.  

These challenges includes but are not limited to, Calcaneus Radiograph Investigation Technique, 

Diagnosis of finger joint destruction, Evaluation and diagnosis of hip fractures, Rheumatoid arthritis, 

detection, Categorization and recognition of calcaneus fracture, Musculoskeletal anomaly finding system, 

Diagnosing broken elbows in infants, A  a computerized approach for marking fractured areas from 

infants musculoskeletal images, Human upper extremity radiographs identification and classification, and 

Cloud computation for anomaly finding in elbow radiograph images.  

In the following sections, the proposed methodology for each of the challenges (mentioned 

above) will be reviewed. In addition, the open room in each contribution will also be highlighted. 

In Calcaneus Radiograph Investigation [16], the presentation was presented to retrieve the 

characteristics using the SIFT descriptor and the subsequent classification was performed through CNN. 

This contribution indicated that robust variation of the overall approach may be the appropriate candidate 

for radiographic classification. In another challenge of diagnostic finger joint destruction [17], the 

cascading classifier methodology is chosen. That methodology is supplemented by CNN. This study found 

that the hybrid methodology of the waterfall classifier and CNN is one of the most suitable combinations.  

In [18], difficulties in diagnosing hip fractures have been initiated. The best proposal for this is from DCNN 

and DensNet.  

This study also found that CNN variants with deep layers could be the best networks, but the 

complexity of the networks could be compromised. In the same year, the focus group introduced a 

challenge to detect rheumatoid arthritis. In this work, transfer learning and localization with the domain-

specific data set were reported as the right streamlined solution [19]. In the area of calcaneal fracture 

categorization and recognition, ResNet and VGG are among the most appropriate variants of CNN [20]. 

Moreover, in the musculoskeletal abnormality the dilated DenseNet is found to be the optimum varcents 

of the deep neural network [21].   

The deep learning approach is also advocated to be the right contribution to the analysis of 

biomedical images of infants and toddlers. For example, diagnose an elbow fracture in infants [22] and a 

fracture in the muscular skeletal images of the infant [23]. Again, in these fields, DCNN, Xception, and 

ResNet 18 has performed exceptionally well compared to other deep learning network variances.  

In another reported work in the literature compliment the use of Multilayer CNN with integrated 

Hough transformation is found in thbestod combination for Human upper extremity radiographs 

identification [24], and ousnomaly finding in elbow radiograph [25]. 

The application of deep learning on the radiograph was primarily done in early 2000s when one 

of the researchers devised a natural language processing (NLP) based model for knowledge extraction 
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related to Bacterial Pheumonia. Initially, the results were very significant as he submitted the 86% 

accuracy with 94% recall [26] as the transfer of learning and localization was also in practice with the pre-

formed model. One of the researchers opted for the Chest Xpert dataset to classify control illness [28]. 

These studies were proposed by the University of Oxford and reported an accuracy of 30%. 

In addition to ChestXpert, various other datasets were also included in the investigation, such as 

the acoustic scene TUT 2016 CheckXRay-14[34], MIMIC-CXR [27], LERA, and MURA. Researchers 

reported varying levels of accuracy and recall using methods such as CNN and LSTM variants [26] on 

these datasets. In the literature, a scholar suggested a Chest X Net. This is a CNN 121 layers which was 

formed on ChestXray 14 dataset. This dataset includes more than 100,000 coronal chest x-rays and 14 

distinct diseases. In the same trend, another research was presented in [28] where the CNN was trained 

on two datasets, i.e., MNIST and CIFAR-10. 

1.2 Gap Analysis 

The comprehensive literature review provided an understanding of the importance of deep 

learning in analyzing and classifying X-rays. It was noted that the veracity of the Deep Learning Network 

has been explored across different datasets. Furthermore, learning to transfer to the pre-formed network 

was also studied using local data. Apparently, a great deal of work has been done on the analysis and 

classification of X-rays. However, very little work has been done on the recent LERA and MURA reference 

datasets. The research community has strongly voted and advocated for the LERA and MURA datasets for 

muskolosteleton radiography analysis. This is mainly due to the sheer volume of data and the validation of 

the dataset by the large group of experts in the field of knowledge. This created an urgent need to break 

the exploration of deep learning about the LERA and MURA data set with the variety of the pre-trained 

network. As a result, a stronger and better pre-trained network is expected. Furthermore, the hyper-

parameter optimization of the proposed pre-formed network is also urgently needed and will increase the 

precision and reliability of the network based on deep learning. In this work, a comprehensive empirical 

study of many pre-Trained networks is proposed in this work. It involves submitting the selection for the 

best deep learning network. In addition, to refine and adapt the model, hyper-parameter  

3. METHODOLOGY AND SYSTEM SETUP 

3.1 Methodology 

The scope of this study is bi-folded, i.e., experimental data acquisition and model design from the 

Optimum Deep Learning Network for Musculoskeletal X-ray Imaging Classification for Hospital Medical 

Record System. The experimental data was taken from the LERA-Lower Extremity RAdiographs reference 

data collection at Stanford University. Model design and evaluation, on the other hand, will be done with 

Matlab 2021 as a simulation tool. 
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The massive data set contains data from 182 patients who underwent x-ray examinations at 

Stanford University Medical Center between 2003 and 2014. The dataset is a collection of foot, knee, 

ankle, or hip images associated with each patient. The data instances will be divided into 70% training and 

30% testing datasets. For the hospital's medical record system, the best candidate in the Deep Learning 

Network will classify the patient's musculoskeletal X-ray image. 

In this study, a comprehensive parametric evaluation of a wider set of deep learning networks on 

the classification of musculoskeletal X-ray imaging from the hospital medical record system will be 

presented. The assessment will be based on the actual positive rate, false negative rate, confounding 

matrix, error coefficient, accuracy of training and accuracy of testing. Finally, the hyperparameter 

optimization of the best candidate will also include the scope of the study in order to continue its 

ascension.  Figure 1 shows the proposed methodology for musculoskeletal X-ray classification using deep 

learning. 

 

 

Figure 1. Proposed Methodology Training and Testing 

3.2 Study Design and Dataset 

LERA (Lower Extremity Radiographs) comprises a variety of articulations, bones and soft tissues. 

Musculoskeletal disorders (MSDs) of the ankle, knee, hip and foot. This data set was collected by HIPAA-

complaint which compiled data from 182 patients. Between 2003 and 2014, these individuals were 

radiographically assessed at Stanford University Medical Centre. 

This dataset includes a wide variety of images as it was compiled over a twelve-year period. Since 

the detection of musculoskeletal abnormalities is explicitly critical, and about 1.7 billion people around 

the world suffer from musculoskeletal disorders [56]. Therefore, it is vital to develop any computer-

assisted tool with the help of deep learning techniques to provide a precise and correct diagnosis of a 

musculoskeletal disorder of multiple body parts in order to deliver the treatment on time can be delivered. 
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Figures 2 and 3 present the sample of images and the classification between the number of images for 

each class of the LERA data set. 

 
Figure 2. LERA Dataset sample of ANKLE, FOOT, HIP, and KNEE [6] 

 
Figure 3. Image Distribution of LERA Dataset 

3.3 Research outcomes  

This study will contribute to a unified machine deep learning network that will outperform in 

terms of efficiency and efficacy among other peer deep learning network for the LERA dataset of patients' 

Lower Extremity Radiographs classification of the hospital record management system. Furthermore, the 

hyperparameter optimization of the best candidate will also encompass the scope of the study in order to 

continue its ascension. 

3.4 Pre-trained deep Learning Network 

This section will present the network layer architecture of pre-trained network. Moreover, the 

connection to the source and destination layer is also mentioned. In each subsection a separate table is 

presented to illustrate the network layer in this study.  
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3.5 SIMULATION RESULTS AND ANALYSIS 

This Chapter will present a compereansive investigation and analysis of the simulation results. In 

this study a large number of pre-trained deep learning network were used. It includes, squeezenet, 

googlenet, inceptionv3, densenet201, mobilenetv2, resnet18, resnet50, resnet101, xception, 

inceptionresnetv2, shufflenet, nasnetmobile, nasnetlarge, darknet19, darknet53, efficientnetb0, alexnet, 

vgg16, and vgg19. The generally reported GPU utilization vs. accuracy is shown in Figure 6. Relatively, the 

same response has been observed in this study. The simulation was conducted in Matlab 2021 using 

Deep Network Designer App. The highest performance server machine was used for this simulation with 

the following system configurations: 

Processor  Intel® Xeon® CPU E5-2673 v3@2.4Ghz 

RAM,   8GB 

OS  Windows Server 

Graphics Card NVIDIA GEFORCE RTX 2080 

The dataset was first loaded into the server with the given distribution, as shown in Figure 5. It is 

to be noted that the HIP images are relatively unbalanced in the dataset, therefore, a slight data 

augmentation has been employed to eliminate the class imbalance issue. 

 

Figure 5. Class wise distribution of Dataset 
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Figure 6. GPU utilization vs. accuracy of pretrained network 

4. Results  

4.1 Simulation Results 

In this study, a wide variety of deep learning pretrained models have been investigated for the 

LERA dataset. The investigation is the function of the accuracy curve (blue curve), loss function orange 

curve. Moreover, the training time, epoch, learning rate and number of iterations for each network as 

shown in the respective figures. The desired outcome for the accuracy is the exponential rise in the 

accuracy curve with respect to the number of epochs and get plated new to the 100% of the accuracy. On 

the other hand, the exponential decay in the loss function is desired that attains the minimum value of 

loss. The Elapsed time in minutes, shows the total time required for training.  

Figure 6 represents the SqueezNet with a very low accuracy of 25% with a training time of 13 

min. This curve shows that the network has stopped training after the 10th iteration. Figure 7 is the 

training and loss curve of Google Net that attains acceptable accuracy in its 20th iteration. However, the 

total training time is 23 min. GoogleNet could be considered as one of the candidate for LERA image 

classification. Resonate 50 should have a relatively better response in Figure 8, where it attains the 

maximum accuracy in just the 10th iteration. Subsequently, the DarkNet 53 is far better as compared to 

ResNet 50 as it attains the highest degree of accuracy in just 5 iterations.  
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The response of DarkNet 19 is now highly acceptable as a candidate due to its unstable response 

and lower accuracy, as shown in Figure 10. Likewise, Figure 11 shows a similar response to Google net. 

The ShuffleNet attains the desired accuracy in its 10 iterations. 

The NasNet Mobile and NasNet Large are structurally very complex, as is also evident from their 

layer layout and computational time which is 936 min. However, no substantial improvement can be 

observed in the performance. As indicated in Figures 14 and 15, both the Xception and Places365 Google 

appear to be the average performance. 

The Mobile Net V2, DenseNet201, and Resnet 18 also have a similar response time as Darknet 

with an acceptable elapsed time. It has been concluded that the variants of Resnet, Google Net and 

DarkNet are the suggested candidates for LERA x-ray image classification. 

4.2 Rationale of Parametric Evaluation 

This section presents a comprehensive parametric evaluation of the LERA dataset X-ray 

classification using a large set of deep learning networks. The parameters include accuracy, and hearing 

loss. The comprehensive investigation of deep learning networks for x-ray classification has established a 

strong advocacy in favour of the most suited deep learning network for real-time classification for the said 

application. 

CONCLUSION 

Medical imaging is now the essential element of the medical record system. A massive number of 

medical imaging reports like X-rays, CT-scans, ultrasounds, etc. are found in the medical record system. 

Due to the massive archive of these records, a robust content based image retrieval is a pressing need in 

the literature. Deep learning is reported as the best tool to handle large data with a higher degree of 

precision and accuracy. However, the network architecture may vary from application to application. 

This study has submitted a unified deep learning network that will out-performed in terms of 

efficiency and efficacy among other peer deep learning networks for the LERA dataset of patients' Lower 

Extremity Radiographs classification in the hospital record management system. Furthermore, the hyper 

parameter optimization of the best candidates will also continue its ascension. It has been concluded that 

the variants of Resnet, Google Net and DarkNet are the suggested candidate for LEAR x-ray image 

classification. 
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