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Abstract: The investigation and analysis of large and complex graphs is an important aspect of data visualization research, yet
there is a need for entirely new, scalable approaches and methodologies for graph visualization. This can ultimately provide
more insight into the structure and function of this complex graph (Hair Ball). To explain more, we need to find a methodology
to develop a solution to present a “Tidy” graph with the minimal crossover between edges in the “Hair Balls.” In spite of the
expanding significance of investigating and extensively analyzing and understanding very large graphs of data, the traditional
way of visualizing graphs has difficulties scaling up, and typically ends up depicting these large graphs as “Hair Balls”. This
traditional approach does indeed have a deeply intuitive foundation: nodes are depicted with a shape such as a circle, triangle or
square, which are then connected by lines or curves that represent the edges. In any case, although there are many different
ways to apply this basic underlying idea, it needs to be revisited in light of current and emerging needs for understanding
increasingly complex crossover between edges in the graphs. The complex “Hair Ball,” which appears as an indecipherable
graph, came from the crossover between edges. From our preliminary research, we found the major disadvantage in the Hair
Balls graph was that it confused observers. Users may think there are some extra nodes; but in reality, there are not. Because
there are many crossovers between edges in the Hair Balls, the impression also may affect observers” understanding of the whole

structure of the graph. Major problem-no effective reception of information from a “Hair Balls” graph-meaningless to observers.
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1. INTRODUCTION

1.1. Overview

In this research, we studied the questions, “What is the Hair Ball Problem?” and “What is the reason
for the Hair Ball Problem?” Discovering answers to these questions will lead observers to understand the “Hair
ball “problem in data visualization. In large graphs, some crossovers between edges are always unavoidable,
for example, Fig.1. We found that less crossovers in large graphs allows us to develop a solution (Complete
Bipartite Graph K,,3) to present a “tidy” graph (semi-tree structure). This problem is inspired by those recent
“big data” research. The nature of this re- search will be about developing a new algorithm to provide a better

layout for big graphs [Ortmann & Brandes, 2015] [Richard & David, 2013].
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Fig (1) Crossovers between edges

3.2 Identify the Problem Area

In large graphs, too many crossovers are unavoidable (Two edges cross each other on the graph
presentation which may cause confusion for extra node) [Carter. 2008] [Ranjan, Banerjee, Dey, Ganguli &
Sarkar, 2014]. In more explain, one cannot avoid multiple crossovers in large graphic data. As shown in figure
2, crossovers are classic data visualization problem. The disadvantage is the original graph may con- fuse
observers [Tardos & Kleinberg, 2006]. It is difficult to observe the structure of the graph. In wider explain,
disadvantage include graph confusion due to an overwhelming numbers of crossovers of crossovers, and an

inability to decipher information [Hartung, 2006].

Sherean eitra node? ¢==

Fig (2) Crossoverin K,

As you see in figure 2, observers may not be able to see node behind this crossover.
2. APPROACH

2.1 Hypothesis
® The “hair ball” problem in data visualization is entirely dependent on K 5.

® K,5 adiscrete solution can be applied to a “Big Graph”.

In this research, the algorithmic solutions will steps as follow [Gori, Maggini & Sarti, 2005]:

Step 1: we find and locate all the K, 5 graph within a complex graph.

Step 2: by compressing the K, 5, we can create a new graph.
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® Step 3: we prune the new graph separate the K, ; sections (expand the K, ; nodes to discern data), and so
we can see if the graph is tidy or has acomplex crossover between the edges.
® Step 4:represent these K ;.
Note, the description above is only a rough idea. More complicated structure, such as loop and

embedded func- tions may be used in the real solutions.

3. TECHNICAL APPROACH
3.1 R Script [Csardi, 2015] [Maris, 2008] or Gephi Visualization Tool [Heymann, Grand & Bndicte, 2013]
[Egawa & Furuya, 2014]

In this part, | used R program and Excel to plot the graph. | used R programing because R is an

integrated suite of software facilities for data manipulation, calculation, and graphical display.

4. IMPLEMENTATION DESIGN (ALGORITHM)

&

Read Dataset

!

Default
Tree layout

!

Decompress these Kz,3

I

Represent these
K2, 3

Compress these K2,3and
create a new graph e

Fig (3) Implementation design (Algorithm).

Find and
all locate
the K2,3

5. METHODOLOGY

5.1 Objectives
®  Study the “Hair Ball” problem in data visualization.
® Develop asolution to present a tidy graph with minimal crossover between edges in the Hair Balls.

® Test, evaluate and verify my solution on multiple (at least three) big and complex graph datasets.

5.2 Experimental Design
5.2.1 Dataset
5.2.1.1 Small Datasets — There are four small dataset that we made-up it. These four small dataset with a K ;

or withoutany K 5.
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5.2.1.2 Big Dataset — There are three big dataset we will use it in this research. These three big dataset from
different resources / categories. At least 100 nodes for each graph.
5.2.1.3 Big Dataset -Media Organizations Dataset — It is a network of links between media venues and

consumers. Wewill rarely use certain visual properties such as the shape of the node symbols and K 5

Bipartite: those are impossible to distinguish in larger graph maps. In fact, when drawing very big

networks we may even want to hide the network edges, and focus on K, 5 bipartite of nodes. At this

point, the size of the networks you can visualize in R is limited mainly by the RAM of your machine.
5.2.2 Workflow of Small Datasets (One K, ; Bipartite)

An Excel file is used to create the dataset which have one K,;. Two columns are evident with
seventeen rows in the Excel sheet. The name of the first column is “x” and the second column is called “y.” |
give the first three rows in the columns of “x” same number which is “1.” Also, | give the second three rows in
the columns of x same numbers but different than number “1” which is “2.”

In the opposite direction of the column “y,” | give the first three rows in the columns three different
numbers which is “3, 4 and 5.” Also, | will give the second three rows in the column of “y” the same group in
the first three rows in column “y” which is “3, 4 and 5.” The rest of the rows in both columns we will give

those randomly numbers but completely different than which we gave to the first six rows in both column as

showing in figure 4.

Fig (4) One K, ; Bipartite.

The small dataset, there is one K2,3 bipartite. By using the linkcomm package (with the library in R
programing) you can check if the dataset has any K2,3 Bipartite or not. But, before | use this package or any
package | have to use the “igraph package with it library,” for a Network Analysis and Visualization.

The linkcomm package, is a “provide tool” for the gen- eration, visualization, and analysis of link
communities in networks of arbitrary size and type [Kalinka, 2014]. As shown in figure 5, there is one K55 in
the dataset, because when we use the linkcomm command we will have 5 nodes in the cluster which is these

5 nodes in cluster are one K,,; bipartite.
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Fig (5) One K, ; Bipartite by Linkcomm Package before Compress.

If the Linkcomm Package indicates a K5 cluster, the next step would be to use the Bipartite Layout to
calculate avariety of indices and values for a bipartite network [Katherine, 2015]. As shown in figure 5, there

is one K;,3 because we have one cluster with 5 nodes which confirms this cluster is One K, 5 Bipartite [Etemad,

Carpendaleya, & Samavatiz, 2014].

» - »
S Nmnodes = One K2, =
> - > - - o R 22 > 3. > -

Fig (6) One K, ; Bipartite by Bipartite Package before Com- press.
After confirming the K2,3 bipartite is ineligible for this dataset, we will use a special layout [Dunne &

Ben, 2013] to make this graph a “tidy” graph. The first step is to see how this dataset looks (visualization) by

using a random tree layout as shown in figure 6 [Katherine, 2015]
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Fig (7) Random Tree Layout.

Figure 7 is not a tidy graph, because it has one K, 5. After we find and locate this K, 5, compressing
(cluster) the next step is to will makes this graph a tidy graph by compressing the K,; and creating a new
graph. The following procedure is to assign all the nodes in the K, ; to one letter or number to be come all
these nodes (5 node in one cluster) in the same number or letter. The next step will assign all the nodes in
the K5 to B Followed by a number and different color around the node than others node, for example “B1”
with yellow color around the node.

After that, we will plot this graph to find this K, ; become one node not 5 node as we saw in the Tree

layout [O'HAIR, 2009] graph before we use this scenario, see figure 8.
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Fig (9) Tree Layout after the Compress the K, ;.
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After compressing the K, ; and creating the new graph, the next step is to check if there ianother K

in the graph by using the Linkcomm Package feature as shown in figure 9 [Kalinka, 2014].

necking for loops and duplicate edges...

nd and removed 7 loop(s)

and removed 2 duplicate edge(s)

Calculating edge similarities for 7 edges... 100.00%

Hierarchical clustering of edges...

Calcu 100.00%Error in getLinkCommunities (CompressBip$

DO _clusters were found in this network: ma¥Pbe tTry a larger network

100.000%

No K2, 3

Fig (10) No K by Linkcomm Package

As evident in figure 10, there are no more K, in the dataset, because all of them have been
compressed. The figure indicates, “no clusters were found in this network”, which means there are no more

K, 3 in the dataset.

Verify the absence of K bipartite, the next step is to use the bipartite package which calculates a
variety of indices and values for a bipartite network. As shown in figure 11, there are no more K, ; because the

nodes at the bottom cannot connect to nodes on the top of the figure.

No nodes

OO P DO DDD®

' K2.3 Bipartite-1

Fig (11) Bipartite Package after the Compress the K, 5.

In this dataset there is one K, ; in the graph. Last step in the algorithm steps of the hypothesis is to use

“Represent K, 5" through R or Gephi. To represent this K,5 by R, just selected and customized one of the

available layout algorithms in it as shown in figure 12 [Katherine, 2015].
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Fig (12) Represent Graph by Tree Layout.
All the node in the interface of Gephi in the same color except one node. This one node (orange color)
is one K, 3. We compressed five nodes in one node. When we back to represent all the nodes, the only one it

will be change is the node that has the K, ; (orange node) as shown in figure 9 and 10.

6. VALIDATION
6.1. Small Datasets
6.1.1. Small Dataset (Five K, ; Bipartite)

An Excel file is used to create the dataset which have five K, 5 bipartite. There are two columns

u_n

with 37 rows in the Excel sheet. The name of the first column is “x” and the second column is called

“_n

y.” The first three rows in the columns of “x” same number which is “1.” Also, the second three rows in the
columns of “x” same numbers are labeled “2.” In the column “y,” the first three rows in the columns three are
labeled as “3, 4 and 5.” Also, the second three rows in the column of “y” the same group in the first three rows

in column “y” which is “3, 4 and 5.”In the second K, 5 in this dataset labeled give the third three rows in the

u_n

columns of “x” same number which is “6.” Also, give the fourth three rows in the columns of x same numbers

u_n

but different than number “6” which is “7.” In the opposite direction which is column “y,” We will give the
third three rows in the columns three different numbers which is “8, 9 and 10.” Also, we will give the fourth
three rows in the column of “y” the same group in the third three rows in column “y” which is “8, 9 and 10.” In
the third K, 5 in this dataset we will give the five three rows in the columns of “x” same number which is “11.”

Also, give the sixth three rows in the columns of x same numbers but different than number “11” which is

“_on

“12." In the second column which is column “y,” we will give the five three rows in the columns three different

“u_n

numbers which is “13, 14 and 15.” Also, give the sixth three rows in the column of “y” the same group in the

u_m

five three rows in column “y” which is “13, 14 and 15.”
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In the fourth K, 5 in this dataset we will give the seventh three rows in the columns of “x” same
number which is “16.” Also, will give the eighth three rows in the columns of x same numbers but different
than number “16” which is “17.” In the opposite direction which is column “y,” we will give the seventh three
rows in the columns three different numbers which is “18, 19 and 20.” Also, we will give the eighth three rows
in the column of “y” the same group in the seventh three rows in column “y” which is “18, 19 and 20.”

In the fourth K5 in this dataset we will give the ninth three rows in the columns of “x” same number
which is “21.” Also, we will give the tenth three rows in the columns of x same numbers but different than
number “21” which is “22.” In the second column which is column “y,” we will

give the ninth three rows in the columns three different numbers which is “23, 24 and 25.” Also, we
will give the tenth three rows in the column of “y” the same group in the ninth three rows in column “y” which
is “23,24 and 25.”

Between these K, ; there is K, 5. We chose one node from every K, ; that we explained in the previous
to make a K, ; between these five K ;. We will give the eleventh three rows in the columns of “x” same number
which is “17.” Also, we will give the twelfth three rows in the columns of x same numbers, but different than
number “17” which is “22.” In the second column which is column “y,” we will give the eleventh three rows in
the columns three different numbers which is “5, 10 and 15.” Also, we will give the tenth three rows in the

column of “y” the same group in the ninth three rows in column “y” which is “5, 10 and 15.” This is the

Scenario of the algorithmic on this dataset as shown in the figure 13.

~

Input Data ~ Compress All One Kz, Output Data

Fig (13) Algorithm scenario on the dataset.
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B1

Fig (14) Five Bipartite K, 3 in One Bipartite K 5.

In the small dataset, there are six K, 5 bipartite. By using the linkcomm package (with the library in R
programing) the prevalence of K, ; bipartite can be verified. Before this package, or any package, are used the
“igraph package with it library,” Network Analysis and Visualization. The linkcomm package is a “provide tool”
for the generation, visualization, and analysis of link communities in networks of arbitrary size and type. As
shown in figure 14, there are six K, 5 in the dataset (5 K, 3 and one K, ; between those K, 3), because when we
use the linkcomm command, we will have six clusters each containing nodes. These 5 nodes in one cluster are

one K, ; bipartite.

K2, 3 between these K2, 3 Link Communities Dendrogram
’ »

\ Bl |B2 |B3 | B4
__/;__ =

[ ]
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[-0.54

Height

036

[F0.18

#edges = 36, #nodes= 25 o 0.165 0.33
#clusters = 6, Largestcluster = 5 nodes Partition Density
Hclust method: single

Fig (15) Six K, ; Bipartite by Linkcomm Package before Compress.

If the Linkcomm Package indicates a K5 cluster, the next step is to see how this dataset looks

(visualization) by using a Random Tree Layout as shown in figure 16.

An Algorithmic Solution (75)

for the “Hair Ball” Problem Alnafisah



Journal of Engineering Sciences & Information Technology — AJSRP — Issue (4), Vol. (2) — December 2018

21 i 23
2-1
=
= (=1
20
10 17
1z =5 1= 1s
_ 14
2=
11
=
22
13
=
1s =

Fig (16) Random Tree Layout.

Figure 16 is not a tidy graph, because it has six K, 5. After we find and locate these K, 3 compress
(cluster) the next step is to makes this graph a tidy graph by compressing these K, ; and creating a new graph.
The following proce- dure is to assign all the nodes in the K, to one letter or number to be come all these
nodes (5 node in one cluster) in the same number or letter. The next step is to assign all the compressing
nodes in the first K, ; to B followed by a number and different color around the compressing node than others
node, for example “B1” with green color around the compressing node for the first K ;. The red is assigned to
the compressing node for the second K, 5 with the “B2.”

Yellow color is assigned to the compressing node for the third K ; with the “B3.” Blue color is assigned
around the compressing node for the fourth K, ; with the “B4.” Orange color is assigned to the compressing

node for the K, ; with the “B5” as shown in figure 17 [Carter, 2008].

L4 ®
@
{ep

After compressing the K, 5 and creating the new graph, the next step is to check if there is another K, 5

in the graph by using the Linkcomm Package feature as shown in figure 18.
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Fig (18) Linkcomm Package-First Compress the K 5.

If the Linkcomm Package indicates a K, 5 cluster, the next step would be to use the Bipartite Package
to calculate a variety of indices and values for a bipartite network. As shown in figure 19, there is one K, ;

because we have one clusters with 5 nodes for each which confirms these clusters are “One K, ; Bipartite.”

Link Communities Dendrogram

= “‘_‘< “““““““ -~ 0.5
\l_’d/ - 0.4
>\< One K2, 3
(dompress five K2, 3)

0.3

Fig (19) Linkcomm Package-First Compress the K, 5.
If the Linkcomm Package indicates a K, 5 cluster, the next step would be to use the Bipartite Package
to calculate a variety of indices and values for a bipartite network. As shown in figure 20, there is one K,;

because we have one clusters with 5 nodes for each which confirms these clusters are “One K, ; Bipartite.”
= <> ‘@>

= =

K2 3 Bipartite-1
3 Bipartite-2
K2 3 Bipartite-3
K2 .3 Bipartite-4
K2 .3 Bipartite-5

00000
R
N

Fig (20) Bipartite Package-First Compress the K, ;. Figure 16 is not a tidy graph, because it has one K ;.
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After we find and locate this K, 3, compress (cluster) the next step is to makes this graph a tidy graph
by compressing this K, ; and creating a new graph. The following procedure is to assign all the nodes in the K;;
to one letter, number or word to be come all these nodes (5 node in one cluster) in the same number, letter or
word. The next step is to assign all the compressing nodes in the first K,5 to “All” with a color around the
compressing node, for example, “All” with yellow color around the compressing node which meant this node

call “All” is mean: B1, B2, B3, B4 and B5 as shown in figure 17.

Compress five K2, 3 in one

C Aﬁ_':a
K23 Ellpa:t-te-A!I
Fig (21) Tree Layout-Second Compress the K ;.
After compressing the K, ; and creating the new graph, the next step is to check if there is another K ;

in the graph by using the Linkcomm Package feature as shown in figure 21. Before the last step (Represent the

K3 by Gephi), we will change the position of the node as shown in figure 22.

/'

Compress five K2, 3 in one node

Fig (22) Change the Position of the Node.

In this dataset there are five K, 5 in one K, ; in the graph. The last part of the algorithm solutions of the
hypothesis “Represent K,;" is performed through Gephi. To represent these K,; by R, we selected and

customized one of the available layout which is Tree Layout as shown in figure 23, 24 and 25.
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Fig(23) First Represent Graph by Tree Layout.
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Fig (24) Second Represent Graph by Tree Layout.
es (CompressSip

Fig (25) No K by Linkcomm Package-Second Compress by Linkcomm Package-Second Compress

6.2. Big Datasets
6.2.1. Big Dataset -Media Organizations (14 K, ; Bipartite)

The Big datasets of Media Organizations in excel contains 14 K, ; Bipartite. Some of the initial K5 are
compressed into the K, 5. a secondary K2,3. By using the linkcomm package with the library in R programing,

the dataset can through checking. After confirming the K2,3 bipartite is ineligible for this dataset, we will use a

An Algorithmic Solution .
for the “Hair Ball” Problem (79) Alnafisah



Journal of Engineering Sciences & Information Technology — AJSRP — Issue (4), Vol. (2) — December 2018

special layout to make sure if this graph a “tidy” graph or not by using a Random Tree Layout as shown in

figure 26.

x35

=37 = e .

Fig (26) Random Tree Layout.

Figure 24 is not a tidy graph, because it has 14 K,3. After we find and locate these K, 5, compress
(cluster) the next step is to makes this graph a tidy graph by compressing these K, ; and creating a new graph.
The following proce- dure is to assign all the nodes in the K, ; to one letter or number to be come all these
nodes (5 node in one cluster) in the same number or letter. The next step is to assign  all the compressing
nodes in the first K,5 to the letter B followed by a number and different color around the compressing node
than others node, for example “B1” with a green color around the compressing node for the first K, ;. Red color
is assigned around the compressing node for the second K, ; with the “B2.” Yellow color is assigned around the
compressing node for the third K, 5 with the “B3.” Blue color is assigned around the compressing node for the
fourth K5 with the “B4.” Orange color is assigned around the compressing node for the fifth K,; with the
“B5.” Cyan color is assigned around the compressing node for the fifth K, with the “B6.” Firebrick color is
assigned around the compressing node for the fifth K,; with the “B7.” Black color is assigned around the
compressing node for the fifth K, ; with the “B8.” Brown color is assigned around the compressing node for the
fifth K, ; with the “B9.” Magenta color is assigned around the compressing node for the fifth K, 5 with the
“B10.” Tomato color is assigned around the compressing node for the fifth K, ; with the “B11.” Pink color is
assigned around the compressing node for the fifth K, ; with the “B12.” Salmon color is assigned around the
compressing node for the fifth K, 3 with the “B13.” Purple color is assigned around the compressing node for

the fifth K, 3 with the “B14” as shown in figure 27.
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Fig (27) Tree Layout of 14 K, ; (First Compress).

After compressing the K, 5 and creating the new graph, the next step is to check if there is another K, 5
in the graph by using the Linkcomm Package feature (loop) as shown in figure 25.

Figure 25 is not a tidy graph, because it has two K, ;. After the K, 5 is located, it needs to be compress
to makes this graph a tidy graph by compressing this K, 3 and cre- ating a new graph. The following procedure
is to assign all the nodes in the K5 to one letter, number or word to be come all these nodes (5 node in one
cluster) in the same number, letter or word. The next step is to assign all the compressing nodes in the first K, ;
to “All” followed by a number with a color is assigned around the compressing node, for example, “All_1” with
green color is assigned around the compressing node which meant this node call “All” is mean: B1, B2, B3, B4
and B5. “All_2" with red color is assigned around the compressing node which meant this node call “All” is
mean: B6, B7, B8, B9 and B10. On the other hand, these K, ; which are not in one K,;we will deal with itas
normal K, ; (compress) such is: Tomato color is assigned around the compressing node for the fifth K, ; with
the “B11.” Pink color is assigned around the compressing node for the fifth K, 5 with the “B12.” Salmon color is
assigned around the compressing node for the fifth K,; with the “B13.” Purple color is assigned around the

compressing node for the fifth K, ; with the “B14” as shown in figure 28.

SN
A~

Fig (28) Tree Layout of 1 Second Compress). After compressing the K, ; and creating the new

—~

23
graph,
The next step is to check if there is another K, 5 in the graph by using the Linkcomm Package feature

again (loop)as shown in figure 29.
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Fig (29) Linkcomm Package- Second Compress the K, ;. In this dataset, there are 14 K, 5 in the graph

and some of these K, ; in one K 5.

The last part of the algorimetic solutions of the hypothesis was used to “Represent K, ;" through R. To
represent these K3 by R, we selected and customized one of the available layout which is Tree Layout as

shown in figure 30 and 31.
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=33
@ <> 3 Bupantte 14
Fig (30) First Represent Graph by Tree Layout.
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Fig (31) Second Represent Graph by Tree Layout.
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7. DISCUSSION RUSULTS
7.1. Runtime

The average of 100 runtime by R for these datasets show that when the datasets have two levels in
Ky3 (Ky3 in K, 3) the average of 100 runtime increases in comparison to small, one-level, datasets. More levels
in the datasets increase 100 runtime are to a more complex algorithm (e.g. two level in K, in the dataset

meant this dataset is a complex dataset) as shown in figure 32 [Heymann & Grand, 2013].

e W T

Small Datasets 1 (No K2, 3Bipartite) 265 secs 2.60 secs
Small Datasets 2 (One K2, 3 Bipartite) 15 13 2628secs 2.62 secs
Small Datasets 3 (Two Kz, 3 Bipartite) 15 17 2684 secs 2.68 secs
Small Datasets 4 (Five K2, 3 Bipartite) 25 36 3.04secs 3.18 secs
Big Datasets 1-AnAge (No K2,3 Bipartite) 197 150 3.90 secs 4.83 secs
Big Datasets 2-Media (14 Kz, 3 Bipartite) 124 103 4.401secs 444 secs
Big Datasets 3-Time Use (30 K2,3 Bipartite) 238 505 5.639 secs 5.33 secs

Fig (32) Average of 100 Runtime for all the Dataset by R

7.2. Big-O(BigOh) For Time Complexity Of Algorithms

Big-O [Tardos & Kleinberg, 2006] is an expression for the execution time of aprogram (how long the
program will take). There is theorem that we will use it in this part [Parker & Lewis, 2016]:

® Theorem: O((e+n)n)log(e+ n)+ log(n)

® n=number of nodes

® e =number edges

® RAM=4.00 GB

® (CPU=240GHZ

® System type = 64-bit

Comparison between the outcomes of the average of 100 runtime coulmen and the Big-O(BigOh)
coulmen for the Time Complexity of Algorithms show us that these columns are equal which meant that this

theorem is a correct as showen in figure 5 [Joyner, Nguyen & Cohen, 2010]:
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_ﬂﬂm

Small Datasets 1 (No K2, 3 Bipartite) 265 secs 260 secs
Small Datasets 2 (One K2, 3 Bipartite) 15 13  2628secs 262 secs
Small Datasets 3 (Two K2, 3 Bipartite) 15 17 2684secs 268 secs
Small Datasets 4 (Five K2. 3 Bipartite) 25 36 304secs 3.18 secs
Big Datasets 1-AnAge (No K2,3 Bipartite) 197 150 3.90secs 483 secs
Big Datasets 2-Media (14 Kz 3 Bipartite) 124 103 4.401secs 48 secs
Big Datasets 3-Time Use (30 K2 3 Bipartite) 238 505 5.639secs 5.33 secs

Fig (33) Big-O(BigOh) for Time Complexity of Algorithms.

8. CONCLUSION
Itis a feasible to use K2,3 as a key vector to prune a complicated graph. Feasible is means: Dataset is
doable (is works) and time is tolerable. The mathematical theorem (O((e + n)n)) is useful for the algorithm.

Useful means: The average of 100 runtime results were identical to the Big-O results.
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